[bookmark: _GoBack]Memory Performance Counters used to analyze the database health:
	Performance Counter
	Description
	Reference Value
	Avg / Max Server01
	Avg / Max Server02

	\Memory\Pages/sec
	Pages/sec is the rate at which pages are read from or written to disk to resolve hard page faults. It often means that the system is low on physical memory because the operating system is reading from the hard disk to recover information from the virtual memory
	<50
	
	

	\Memory\Available Mbytes
	Amount of physical memory, immediately available for allocation to a process or for system use
	>1% RAM
	
	

	\Memory\% Committed Bytes In Use
	Committed memory is the physical memory in use for which space has been reserved in the paging file should it need to be written to disk. >80% could means your page file may be too small
	<80%
	
	



CPU Performance Counters used to analyze the database health:
	Performance Counter
	Description
	Reference Value
	Avg / Max Server01
	Avg / Max Server02

	\System\Context Switches/sec
	A context switch occurs when the kernel switches the processor from one thread to another. A high value often indicates that there are too many threads competing for the processors on the system. Threshold depend on the HW and number of processors
	-/-
	
	

	\System\Processor Queue Length
	Number of threads in the processor queue
	<10
	
	

	\Processor(*)\% Interrupt Time
	The time the processor spends receiving and servicing hardware interrupts during sample intervals. Indirect indicator of the activity in devices.
	<25%
	
	

	\Processor(*)\% Processor Time
	Percentage of elapsed time that the processor spends to execute a non-Idle threads
	<70%
	
	

	\Processor(*)\%Privileged Time
	Percentage of elapsed time that the process threads spent executing code in privileged mode
	<20%
	
	





Network Performance Counters used to analyze the database health:
	Performance Counter
	Description
	Reference Value
	Avg / Max Server01
	Avg / Max Server02

	\Network Interface(*)\Bytes Sent/sec
	Rate at which bytes are sent over each network adapter, including framing characters
	-/-
	
	

	\Network Interface(*)\Bytes Received/sec
	Rate at which bytes are received over each network adapter, including framing characters
	-/-
	
	

	\Network Interface(*)\Output Queue Length
	Length of the output packet queue (in packets)
	<2
	
	

	\Network Interface(*)\Packets/sec
	Rate at which packets are sent and received on the network interface
	-/-
	
	

	\Network Interface(*)\Packets Received Discarded
	Number of inbound packets that were chosen to be discarded even though no errors had been detected to prevent their delivery to a higher-layer protocol.  One possible reason for discarding packets could be to free up buffer space
	0
	
	

	\Network Interface(*)\Packets Outbound Discarded
	Number of outbound packets that were chosen to be discarded even though no errors had been detected to prevent their delivery to a higher-layer protocol.  One possible reason for discarding packets could be to free up buffer space
	0
	
	





Disk Performance Counters used to analyze the database health:
	Disk
	Disk Counter
	Significance
	Reference Value
	Avg / Max Server01
	Avg / Max Server02

	Disk E
System databases
	\PhysicalDisk(*)\Avg. Disk Queue Length
	Average number of read requests that were queued for the selected disk during the sample interval
	<2
	
	

	
	\PhysicalDisk(*)\Current Disk Queue Length
	Number of requests outstanding on the disk at the time the performance data is collected
	<2
	
	

	
	\PhysicalDisk(*)\Avg. Disk sec/Read
	Average time, in seconds, of a read of data from the disk.
	<25ms
	
	

	
	\PhysicalDisk(*)\Avg. Disk sec/Write
	Average time, in seconds, of a write of data to the disk.
	<25ms
	
	

	Disk H
User databases (Data)
	\PhysicalDisk(*)\Avg. Disk Queue Length
	Average number of read requests that were queued for the selected disk during the sample interval
	<2
	
	

	
	\PhysicalDisk(*)\Current Disk Queue Length
	Number of requests outstanding on the disk at the time the performance data is collected
	<2
	
	

	
	\PhysicalDisk(*)\Avg. Disk sec/Read
	Average time, in seconds, of a read of data from the disk.
	<25ms
	
	

	
	\PhysicalDisk(*)\Avg. Disk sec/Write
	Average time, in seconds, of a write of data to the disk.
	<25ms
	
	

	Disk I
User databases (Log)
	\PhysicalDisk(*)\Avg. Disk Queue Length
	Average number of read requests that were queued for the selected disk during the sample interval
	<2
	
	

	
	\PhysicalDisk(*)\Current Disk Queue Length
	Number of requests outstanding on the disk at the time the performance data is collected
	<2
	
	

	
	\PhysicalDisk(*)\Avg. Disk sec/Read
	Average time, in seconds, of a read of data from the disk.
	<25ms
	
	

	
	\PhysicalDisk(*)\Avg. Disk sec/Write
	Average time, in seconds, of a write of data to the disk.
	<25ms
	
	

	Disk F
TempDB (Data)
	\PhysicalDisk(*)\Avg. Disk Queue Length
	Average number of read requests that were queued for the selected disk during the sample interval
	<2
	
	

	
	\PhysicalDisk(*)\Current Disk Queue Length
	Number of requests outstanding on the disk at the time the performance data is collected
	<2
	
	

	
	\PhysicalDisk(*)\Avg. Disk sec/Read
	Average time, in seconds, of a read of data from the disk.
	<25ms
	
	

	
	\PhysicalDisk(*)\Avg. Disk sec/Write
	Average time, in seconds, of a write of data to the disk.
	<25ms
	
	

	Disk G
TempDB (Log)
	\PhysicalDisk(*)\Avg. Disk Queue Length
	Average number of read requests that were queued for the selected disk during the sample interval
	<2
	
	

	
	\PhysicalDisk(*)\Current Disk Queue Length
	Number of requests outstanding on the disk at the time the performance data is collected
	<2
	
	

	
	\PhysicalDisk(*)\Avg. Disk sec/Read
	Average time, in seconds, of a read of data from the disk.
	<25ms
	
	

	
	\PhysicalDisk(*)\Avg. Disk sec/Write
	Average time, in seconds, of a write of data to the disk.
	<25ms
	
	




SQL Server Performance Counters used to analyze the database health:
	Performance Counter
	Description
	Reference Value
	Avg / Max Server01
	Average Server02

	\SQLServer: General Statistics\User Connections
	The number of users currently connected to the SQL Server
	-/-
	
	

	\SQLServer: General Statistics\Processes Blocked
	Number of currently blocked processes. Ideally you don't want to see any blocked processes
	<2
	
	

	\SQLServer: General Statistics\Logins/sec
	> 2 per second indicates that the application is not correctly using connection pooling
	<2
	
	

	\SQLServer: General Statistics\Logouts/sec
	> 2 per second indicates that the application is not correctly using connection pooling
	<2
	
	

	\SQLServer: Memory Manager\Memory Grants Pending
	Current number of processes waiting for a workspace memory grant. The ideal value would be zero.
	<2
	
	

	\SQLServer: Memory Manager\Total  Server Memory (KB)
	Current amount of memory that SQL Server is using
	-/-
	
	

	\SQLServer: Memory Manager\Target  Server Memory (KB)
	Ideal amount of memory the server is willing to consume. 
	-/-
	
	

	\SQLServer: SQL Statistics\Batch Requests/sec
	Number of batch requests. Generally explains how busy your server's CPUs are, depending of CPU and Network HW.
	It depend on the HW
	
	

	\SQLServer: SQL Statistics\SQL Compilations/sec
	SQL Server compilations. A high value it’s an indication that there are lots of adhoc queries which might cause CPU usage (re-write as stored procedure or use sp_executeSQL)
	< 10% of Batch Requests/Sec
	
	

	\SQLServer: SQL Statistics\SQL-Recompilations/sec
	This needs to be close to zero. A recompile can cause deadlocks (compile locks are not compatible with any locking type).
	< 10% of SQL Compilations/sec
	
	

	\SQLServer: Buffer Manager\Buffer cache hit ratio
	How often SQL Server goes to the buffer, not the hard disk, to get data
	OLTP > 99 %;  OLAP > 90 %
	
	

	\SQLServer: Buffer Manager\Page life expectancy
	How long data pages are staying in the buffer (measured in seconds)
	>300
	
	

	\SQLServer: Buffer Manager\Checkpoint pages/sec
	The number of pages flushed to disks by checkpoints or other methods that require the flushing of all dirty pages. If this counter is climbing, it might mean you are running into memory pressures
	-/-
	
	

	\SQL Server:Buffer Manager\Lazy writes/sec
	Moving dirty pages from the buffer to disk in order to free up buffer space. Ideally, it should be close to zero.
	<20
	
	

	\SQL Server:Buffer Manager\Page reads/sec
	Number of physical database page reads issued.
	<90
	
	

	\SQL Server:Buffer Manager\Page writes/sec
	Number of physical database page writes issued.
	<90
	
	

	\SQLServer: Locks\Lock Waits/Sec
	how many times users waited to acquire a lock over the past second
	0
	
	

	\SQLServer: Locks\Number of Deadlocks/sec
	The number of lock requests that resulted in a deadlock
	<1
	
	

	\SQLServer: Locks\Lock Wait Time (ms)
	Total wait time (milliseconds) for locks in the last second. Some applications are written for timing out after 60 seconds and that’s not acceptable response for those applications.
	<60
	
	

	\SQL Server:Latches\Latch Waits/sec
	Number of latch requests that could not be granted immediately
	(Total Latch Wait Time) / (Latch Waits/Sec) < 10
	
	

	\SQL Server:Latches\Total Latch Wait Time (ms)
	This is the total latch wait time (in milliseconds) for latch requests in the last second
	Total Latch Wait Time) / (Latch Waits/Sec) < 10
	
	

	\SQLServer: Access Methods\Page Splits/sec
	If you find out that the number of page splits is high, consider increasing the fillfactor.
	< 20% of Batch Requests/Sec
	
	

	\SQL Server:Access Methods\Forwarded Records/sec
	Rows with varchar columns can experience expansion when varchar values are updated with a longer string.
	< 10% of Batch Requests/Sec
	
	

	\SQL Server:Access Methods\Full Scans/sec
	Number of full scans on base tables or indexes. If we see high CPU then we need to investigate this counter (Missing indexes or Too many rows requested)
	(Index Searches/sec)/(Full Scans/sec) > 1000
	
	

	\SQL Server:Access Methods\Index Searches/sec
	Index searches are preferable to index and table scans. The row migrates and access to the row will traverse a pointer.  This only happens on heaps.
	(Index Searches/sec)/(Full Scans/sec) > 1000
	
	







